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ABSTRACT: As convolution contributes most operations in convolutional neural network (CNN), the 
convolution acceleration scheme significantly affects the efficiency and performance of a hardware CNN 
accelerator. Convolution involves multiply and accumulate operations with four levels of loops, which results in 
a large design space. Prior works either employ limited loop optimization techniques, e.g., loop unrolling, tiling, 
and interchange, or only tune some of the design variables after the accelerator architecture and dataflow are 
already fixed. Without totally learning the convolution loopoptimization before the hard section, resulting 
accelerator can hardly exploit thedata reuseand manage data movement efficiently. This paper overcomes these 
barriers by quantitatively analyzing and optimizing the look objectives (e.g., memory access) of the CNN 
accelerator based on multiple design variables. Then, we propose a specific dataflow of hardware CNN 
acceleration to minimize the data communication while maximizing the resource utilization to achieve high 
performance. The proposed CNN acceleration scheme and architecture are demonstrated by implementing endo-
end CNNs including NiN, VGG-16, and ResNet-50/ResNet152 for inference. For VGG-16 CNN, the overall 
throughputs achieve 348 GOPS and 715 GOPS on Intel Stratix V and  10 FPGAs 
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I.INTRODUCTION 
 
THE field-programmable gate arrays (FPGA) are fast becoming the platform of choice for accelerating the 
inference phase of deep convolutional neural networks (CNNs). In addition to their standard blessing of 
reconfigurability and shorter style time over application-specific integrated circuits (ASICs) [20], [21] to catch 
up with speedy evolving of CNNs, FPGA can realize low latency inference with competitive energy efficiency 
(∼10–50 GOP/s/W) Manuscript received October 27, 2017; revised February 3, 2018; accepted March 6, 2018. 
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II.REVIEW OF RELATED LITERATURE 
 
. Loop Optimization and Design Variables As shown in Fig.3, multipledimensionsare usedto describe the sizes 
of the feature and kernel maps of each convolution layer for a given CNN. The hardware design variables of 
loop unrolling and loop tiling will determine the acceleration factor and hardware footprint. All dimensions and 
variables used in this paper are listed in Table I. The width and height of one kernel (or filter) window is 
described by define the width and height of one input and output feature map (or channel), respectively denote 
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the number of input and output feature maps, respectively. The loop unrolling design variables are (Pkx,Pky), 
Pif,(Pox, which represent the portion of data of the four loops stored in on-chip 
 
 

 
 
OPTIMIZING CONVOLUTION OPERATION TO ACCELERATE DEEP NEURAL NETWORKS ON FPGA 

 
.1) Loop Unrolling: As illustrated in Figs. 4–7, unrolling different convolution loops leads to different 
parallelization of computations, which affects the optimal PE architecture with respect to data reuse 
opportunities and memory access patterns. a) Loop-1 unrolling (Fig. 4): In this case, the inner product of pixels 
(or activations) and weights from different (x, y) locations in the same feature and kernel map are computed 
very cycle. This inner product requires an adder tree with fan-in of  ×  to sum the  parallel multiplication results, 
and an accumulator to add the adder tree output with the previous partial sum. Loop-2 unrolling  In every cycle, 
number of pixels/weights from Pif different feature/kernel maps at the 
 Unroll loop-1and its corresponding computing architecture. 
same (x, y) location are requiredto computethe inner product. The inner-product operation results in the same 
computing structure as in unrolling Loop-1, but with a different adder tree fan-in of c) Loop-3 unrolling (Fig. 6): 
In every cycle, Pix × number of pixels from different (x, y) locations in the same feature map are multiplied 
with the identical weight. Hence, this weight can be reused Pix × P times. Since the Pix × 
This article has been accepted for inclusion in a very future issue of this journal. Content is final as presented 
 

III.METHODOLOGY 
 
Loop tiling determines the size of data stored in on-chip buffers. 
y parallel multiplication contributes to independent Pix ×  output pixels, Pix × P accumulators are used to 
serially accumulate the multiplier outputs and no adder tree is needed. d) Loop-4 unrolling (Fig. 7): In every 
cycle, one pixel is multiplied by P weights at the same (x, y) location but from P different kernel maps, and this 
pixel is reused P times. The computing structure is identical to unrolling Loop-3 using P multipliers and 
accumulators without an adder tree. The unrolling variable values of the four convolution loops collectively 
determine the total number of parallel MAC operations as well as the number of required multipliers (Pm)  
 2) Loop Tiling: On-chip memory of FPGAs is not always large enough to store the entire data of deep CNN 
algorithms. Therefore, it is reasonable to use denser external DRAMs to store the weights and the intermediate 
pixel results of all layers. Loop tiling is used to divide the entire data into multiple blocks, which can be 
accommodated in the on-chip buffers, as illustrated in Fig. 8. With proper assignments of the loop tiling size, the 
locality of data can be increased to reduce the number of DRAM accesses, which incurs long latency and high-
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power consumption. The loop tiling sets the lower bound on the required on-chip buffer size. The required size 
of input pixel buffer is 
 

 
 
3) Loop Interchange: Loop interchange determines the order of the sequential computation of the four 
convolution loops. There are two kinds of loop interchange, namely, loop ordersloop order determines the 
pattern of data movements from on-chip buffer to PEs.  looporderdeterminesthe data from external memory to 
on-chip buffer. 
 
  

. 
 
 Data Reuse Reusing pixels and weights reduces the number of read operations of on-chip buffers. There are 
mainly two types of data reuse: spatial reuse and temporal reuse. Spatial reuse means that, after reading data 
from on-chip buffers, a single pixel or weight is used for multiple parallel multipliers within one clock cycle. On 
the other hand, temporal reuse means that a single pixel or weight is used for multiple consecutive cycles. 
Having Pm parallel multiplications per cycle requires Pm pixels and Pm weights to be fed into the multipliers. 
The number of distinct weights required per cycle is Pwt =Pof ×Pif ××Pky. (9) If Loop-1 is not unrolled kx = 1, 
y = 1), the number of distinct pixels required per cycle (Ppx) is Ppx =Pif ×Pi. (10) Otherwise, Ppx is Ppx =Pif × 
((Pix−1)x)× ((Piy−1)S+Pky). (11) Note that “distinct” only means that the pixels/weights are from different 
feature/kernel map locations and their values may be the same. The number of times a weight is spatially reused 
in one cycle is t=Pm/P (12) where the spatial reuse of weights is realized by unrolling Loop-3 (Pix > 1 or> 1). 
The number of times of a pixel is spatially reused in one  (14) otherwise, × Pix×  ((Pix−1)S+ )×((Piy−1)S+ P . 
(15) The spatial reuse of pixels is realized by either unrolling Loop-4 (P > 1) or unrolling both Loop-1 and 
Loop3 together. Only unrolling Loop-1 (Pix = hampers reusing pixels, and Reuse=  If intra-tile Loop-3 is 
computed first, the weights can be reused /(Pox ×P) consecutivecycles. If Loop-4 is computed first, the pixels 
can be reused for of consecutive cycles. 
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D. Access of On-Chip Buffer With the data reuse, the number of on-chip buffer accesses can be significantly 
reduced. Without any data reuse, the total read operations from on-chip buffers for both pixels and weights are 
Nm, as every multiplication needs one pixel and one weight. With data reuse, the total number of read 
operations from on-chip buffers for weights becomes #read_=Nm/Reuse_(16) and the total number of read 
operations for pixels is #read_px =Nm/Reuse_px. (17) If the final output pixels cannot be obtained within one 
tile, their partial sums are stored in buffers. The number of write and read operations to/from buffers for partial 
sums per cycle is 2 ×, where all partial sums 
s article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the 
exception of pagination. 
 
 
A.IMAGE ACQUISITION:

 
. 
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B.PREPROCESSING:

 

 
TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS 
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IV.RESULTAND DISCUSSION 
 

 
EXPRIMENTAL OUTPUT 
 

 
 

V.CONCLUTION 
 
In this paper, we present an in-depth analysis of convolution loop acceleration strategy by numerically 
characterizing the loop optimization techniques. The relationship between accelerator objectives and design 
variables are quantitatively investigated. A corresponding new dataflow and architecture is proposed to 
minimize data communication and enhance throughput r CNN accelerator implementsend-to-end, VGG-16, and 
ResNet-50/ResNet-152 CNN modelse on Stratix V and  10 FPGA, achieving the overall throughput of 348 
GOPS and 715 GOPS, respectively. 
.  
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